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Abstract

Previous researchefforts for building thread migration
systemshave concentratean the developmentof frame-
works dealingwith a smalllocal environmentcontrolled
by a singleuser ComputationalGrids provide the oppor
tunity to utilize alarge-scaleervironmentcontrolledover
different organizationalboundaries. Using this classof
large-scaleomputationatesourcesspartof athreadmi-
grationsystenprovidesasignificantchallengepreviously
notaddressebly thiscommunity In this papemve present
a framework thatintegratesGrid servicesto enhancehe
functionality of a threadmigration system. To accom-
modatefuture Grid servicesthe designof the framework
is both flexible andextensible. Currently our threadmi-
grationsystemcontainsGrid servicesfor authentication,
registration,lookup, and automaticsoftware installation.
In the context of distributed applicationsexecutedon a
Grid-basednfrastructurethe asynchronousnigrationof
anexecutioncontext canhelp solve problemssuchasre-
mote execution,load balancing,andthe developmentof
mobileagents Our prototypeis basedn themigrationof
Java threads,allowing asynchronousnd heterogeneous
migrationof the executioncontext of therunningcode.
Keywormds: threadmigration, Grid.

1

Emeging national-scaleComputationalGrid infrastruc-
turesaredeploying advancedservicesheyondthosetaken

I ntroduction

for grantedin today’s Internet,for example,authentica-
tion, remoteaccesso computersyesourcemanagement,
anddirectoryservices.The availability of theseservices
represent®othan opportunityanda challengean oppor
tunity becausehey enableaccesgo remoteresourcesn
new ways, a challenge:becausdhe developerof thread
migration systemsmay needto addressmplementation
issuesor even modify existing systemadesigns.The sci-
entific problem-solvinginfrastructureof the twenty-first
centurywill supporthecoordinatediseof numerouglis-
tributed heterogeneousomponentsincluding advanced
networks, computers,storagedevices, display devices,
and scientific instruments. The term The Grid is often
usedto referto this emeging infrastructureg5]. NASA's
Information Pover Grid and the NCSA Alliance’s Na-
tional TechnologyGrid are two contemporaryprojects
prototypingGrid systemsjoth build on a rangeof tech-
nologies,ncludingmary providedby the Globusproject.
Globusis ametacomputingoolkit thatprovidesbasicser
vicesfor security job submissionjnformation,andcom-
munication.

The availability of a national Grid providesthe abil-
ity to exploit this infrastructurewith the next generation
of parallelprograms.Suchprogramswill includemobile
codeasanessentiatool for allowing suchacces&nabled
throughmobileagents Mobile agentsare programsthat
canmigratebetweerhostsin a network (or Grid), in or-
der to find placesof their own choosing. An essential
part for developing mobile agentsystemsis to save the
stateof the running programbeforeit is transportedo



the new host,andrestoredallowing the programto con- vantage®f MOBA arethreefold:

tinue whereit left off. Mobile-agentsystemdiffer from
process-migratiosystemsn that the agentsmove when
they choosetypically througha go statementwhereasn
a process-migratiosystemthe systemdecidesvhenand
whereto move the running procesgtypically to balance
CPUload)[9].

In an Internet-basecdkrvironmentmobile agentspro-
vide aneffective choicefor mary applicationsasoutlined
in [11]. Furthermorethis appliesalsoto Grid-basedap-
plications.

Advantage#ncludeimprovementsn latengy andband-
width of client-sener applicationsand reductionin vul-
nerability to network disconnection. Although not all
Grid applicationswill needmobileagentsmary otherap-
plicationswill find mobile agentsan effective implemen-
tationtechniquefor all or partof their tasks.

Themigrationsystemwe introducein this paperis able
to supporimobileagentsaswell asprocess-migrationys-
tems,makingit anideal candidateor applicationsusing
migrationbasedon the applicationaswell assystemre-
quirements.

Therestof thepapelis structuredasfollows. In thefirst
partwe introducethe threadmigrationsystemMOBA. In
the secondpartwe describethe extensionghatallow the
threadmigrationsystemto be usedin a Grid-basecervi-
ronment.In thethird partwe presentinitial performance
resultswith the MOBA system. We concludethe paper
with a summaryof lessondearnedand a look at future
actiities.

2 The Thread Migration System
MOBA

This paperdescribesthe developmentof a Grid-based
threadmigrationsystem.We basedour prototypesystem
onthethreadmigrationsystemMOBA, althoughmary of
the servicesneededo implementsucha framework can
beusedby otherimplementations.

ThenameMOBA is derivedfrom MOBIle Agentssince
this systemwasinitially appliedto the context of mobile
agents[17][22][14][15]. NeverthelessMOBA canalso
be appliedto other computerscience-relategroblems
suchasthe remoteexecutionof jobs [4][8][3]. The ad-

1. Support for asynchronous migration. Threadmi-
grationcanbe carriedout without the awarenesof
the running code. Thus, migration allows entities
outsidethe migratingthreadto initiate the migration.
Exampledfor the useof asynchronousigrationare
global job schedulerghat attemptto balanceloads
amongmachines. The programdeveloperhasthe
clearadvantagehatminimal changego the original
threadedcodearenecessaryo includesophisticated
migrationstratejies.

2. Support for heterogeneous migration. Threadmi-
gration in our systemis allowed betweenMOBA
processegxecutedon platformswith differentop-
eratingsystems. This featuremakesit very attrac-
tivefor usein aGrid-basedrvironmentwhichis by
naturebuilt out of a large numberof heterogeneous
computingcomponents.

3. Support for the execution of native code aspart of
the migrating thread. While consideringa thread
migrationsystemfor Grid-basedernvironmentsit is
adwantageouso enablethe executionof native code
aspartof the overall strat@y to supporta large and
expensve codebase,suchasin scientificprogram-
ming ervironments.MOBA will, in the nearfuture,
provide this capability For moreinformationonthis
subjectwe refertheinterestedeadetto [17].

21 MOBA System Components

MOBA is basednasetof componentshatareillustrated
in Figurel. Next, we explain the functionality of the var-
iouscomponents:

Place. Threadsare createdand executedin the MOBA
place component. Here they receie external mes-
sagesto move or decideon their own to move to
a different place component. A MOBA placeac-
cessesa set of MOBA systemcomponents,such
as manager shared-memoryregistry, and security
Each componenthasa unique functionality within
the MOBA framework.
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Figurel: The MOBA systemcomponentincludeMOBA placesanda MOBA centralsener. Eachcomponenhasa
setof subcomponentthatallow threadmigrationbetweerVIOBA places.

Manager. A singlepointof controlis usedto providethe
control of startupandshutdavn of the variouscom-
ponentprocessesThemanagenllowstheuserto get
andsettheenvironmentfor therespectie processes.

Shared Memory: This componentsharesthe data be-
tweenthreads.

Registry: The registry maintains  necessary
information—both static and dynamic—about
all the MOBA componentsand the system re-
sourcesThisinformationincludesthe OSnameand
version,installed software, machineattributes,and
theloadonthe machines.

Security: The security componentprovides network-
transparenprogramminginterfacesfor accesson-
trol to all the MOBA components.

Scheduler: A MOBA place hasaccesgo userdefined
componentghat handlethe executionand schedul-
ing of threads.The schedulingstrategyy canbe pro-
videdthrougha custompolicy developedby theuser

2.2 Programming I nterface

We have designedhe programminginterfaceto MOBA
on the principle of simplicity. One adwantagein using
MOBA is the availability of auserfriendly programming
interface. For example, with only one statement,the
programmercaninstructa threadto migrate;thus, only

a few changego the original codeare necessaryn or-
der to augmentan existentthread-basedodeto include
threadmigration. To enablemovability of a thread,we
instantiatea threadby usingthe MbbaThr ead classin-
steadof the normal Java Thr ead class. Specifically
theMobaThr ead classincludesamethod calledgoTo,
that allows the migration of a threadto anotherma-
chine In contrasto othermobileagentsystemdor Java
[10][12][6], programmersisingMOBA canenablehread
migrationwith minor codemodifications.

An importantfeatureof MOBA is thatmigrationcanbe
orderednot only by the migrantbut alsoby entitiesout-
sidethe migrant. Suchentitiesinclude eventhreadsthat
arerunningin thecontext of anothetuser In thiscasethe
statemento migrateis includednotin themigrant’s code
but in thethreadthatrequestgshe move into its own exe-
cutioncontext. To distinguishthis actionfrom thegoTo,
we have providedthe methodnoveTo.

2.3

MOBA is basedn a specializedsersionof the Java Just-
In-Time (JIT) interpreter It is implementedasa plug-in
to the Java Virtual Machine(JVM) provided by SunMi-
crosystems.Although MOBA is mostly written in Java,
a smallsetof C functionsenablefficient accesgo per
form reflectionandto obtainthreadinformationsuchas
the stackframeswithin the virtual machine. Currently
the systemis supportedon operatingsystemson which
the Suns JDK 1.1.xis ported. A port of MOBA based
onJDK 1.2.xis currentlyunderinvestigation Our system

Implementation



allows heterogeneousigration[19] by handlingthe exe-
cution contect in JVM ratherthanon a particularproces-
soror in anoperatingsystem.Thus,threaddn our system
canmigratebetween]VMs on differentplatforms.

2.4 Organization of the Migration Facilities

To facilitate migration within our system,we designed
MOBA as a layeredarchitecture. The migration facili-
ties of MOBA include introspection,object marshaling,
thread externalization, and thread migration. Each of
thesefacilities is supportedand accessedhrougha li-
brary. Therelationshipanddependeng of the migration
facilities are depictedin Figure 2. The introspectionli-
brary providesthe samefunctionasthe reflectionlibrary
that is part of the standardlibrary of Java. Similarly,
objectmarshalingprovidesthe function of serialization,
andthreadexternalizatiortranslates stateof therunning
threadto a byte stream.

Thestepdo translateathreadto a byte streamaresum-
marizedin Figure3. In thefirst step,the attributesof the
threadare translated. Such attributesinclude the name
of the threadandthreadpriority. In the secondstep,all
objectsthatarereachabldrom thethreadobjectaremar
shaled.Objectsthatareboundto file descriptorsor other
localresourceareexcludedfrom amigration.In thefinal
step,the executioncontet is serialized. Sincea context
consistof contentsof stackframesgeneratedy a chain
of methodinvocations the externalizerfollows the chain
from older framesto newer onesand serializesthe con-
tentsof the frames. A frameis locatedon the stackin a
JVM andcontainsthe stateof a calling method.The state
consistof aprogramcounter operandso themethodo-
cal variablesandelementon the stack,eachof whichis
serializedn machine-independefidrm.

Togethetthefacilitiesfor externalizingthreadsandper
formingthreadmigrationenabledisto designthe compo-
nentsnecessarjor the MOBA systemandto enhancehe
JIT compilerin orderto allow asynchronousigration.

25 Design Issues of Thread Migration in
JVMs

In designingour threadmigration system we facedser-
eralchallengesHerewe focusonfive.

Moba

~

Thread
Externalizatio

bject
Marshalling

Introspection

Java Virtual Machine

Figure2: Organizationof MOBA threadmigrationfacili-
tiesandtheirdependencies.
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Figure3: Procedureo externalizeathread.



Nonpreemptive Scheduling. In orderto enablethe mi-

gration of the execution context, the migratory thread
must be suspendedt a migration safepoint. Suchmi-

gration safe points are definedwithin the execution of

the JVM whenever it is in a consistentstate. Further

more,asynchronousiigrationwithin the MOBA system
requiresnonpreemptieschedulingof Javathreadgo pre-
ventthread€rom beingsuspendedtanot-safepoint. De-

pendingontheunderlying(preemptve or nonpreemptie)

threadschedulingsystemusedin the JVM, MOBA sup-
ports eitherasynchronousr cooperatre migration (that
is, the migratorythreaddeterminestself the destination).
The availability of greenthreadswill allow usto provide

asynchronousmigration.

Native Code Support. MostJVMs have a JIT runtime
compilerthattranslatesytecodeo the processorgative
codeat runtime. To enableheterogeneoumigration, a
machine-independengpresentationf executioncontext
is required. Unfortunately most existing JIT compilers
do not presere a programcounteron bytecodewhich is
neededto reacha migration safe point. Only the pro-
gramcounterof thenative codeexecutioncanbeobtained
by anexisting JIT compiler Fortunately Sun’s HotSpot
VM [18] allows the executioncontext on bytecodeto be
capturedduringtheexecutionof thegeneratedhative code
sincecapturingthe programcounteron bytecodeis also
usedfor its dynamicdeoptimization.

We aredevelopinganenhancedersionof theJIT com-
piler that checks,during the executionof native code,a
flag indicatingwhetherthe requesfor capturingthe con-
text canbe performed.This polling may have somecost
in termsof performanceput we expectary decreaseén
performanceao besmall.

Selective Migration. In the most primitive migration
systemall objectsreachablefrom the threadobject are
marshaledandreplicatedon the destinatiorof the migra-
tion. This approachmay causeproblemsrelatedto lim-
itations occuring during the accessof systemresources
asdocumentedn [17]. Selectve migrationmay be able
to overcometheseproblems,but the implementationis
challengingbecausenve mustdevelop an algorithm de-
terminingthe objectsto be transferred. Additionally, the
migrationsystemmustcooperatevith adistributedobject

system.enablingremotereferenceandremoteoperation.
Specifically sincethe migratedthreadmustallow access
to theremainingobjectswithin the distributedobjectsys-

tem, it mustbetightly integratedwithin the JVM. It must
allow the interchangeof a local referencesand a remote
referencedo supportremotearray accessfield access,
transparenteplacemenbdf a local objectwith a remote
object,and so forth. Sinceno distributed objectsystem
implementedin Java (for example, Java RMI, Voyager

HORB, andmary implementation®f CORBA) satisfies
theserequirementsye have developeda distributed ob-

ject systemsupportedoy the JIT compilershuJIT[16] to

provide thesecapabilities.

Marshaling Objects Tied to the Local Resource. A
commonproblemin objectmigration systemss how to
maintainobjectsthathave somerelationto resourcespe-
cific to, say a machine.SinceMOBA doesnot allow to
acces®bjectsthatresidein aremotemachinedirectly; it
mustcopy or migratethe objectsto the MOBA placeis-
suingtherequest.Objectsthatdependon local resources
(suchafile andsoclet descriptorsire not moved within
MOBA, but remainatthe original fixedlocation[8][13].

Typesof Valueson theJVM Stack. In orderto migrate
anobjectfrom onemachineto anotherit is importantto
determinethe type of the local objectvariables. Unfor-
tunately Sun's JVM doesnot provide a type stackoper
ating in parallelto the value stack,suchasthe Sumatra
interpretef1]. Local variablesandoperand®f thecalled
methodstayonthestack.Thevaluesmaybe 32-bitor 64-
bit immediatevaluesor reference$o objects.It is difficult
to distinguishthetypesonly by their values.

With aJVM like Sun’s,we have eitherto infer thetype
from the value or to determinethe type by a dataflow
analysisthat tracesthe bytecodeof the method (like a
bytecodeverifier). Sincetracing bytecodeto determine
typesis computationallyexpensve, we developeda ver-
sion of MOBA thatinfersthe type from the value. Nev-
erthelesswe recently determinedthat this capability is
not sufficientto obtaina perfectinferenceandvalidation
method.Thus,we aredevelopingamodifiedJIT compiler
thatwill provide stackframemapg2] aspartof SunsRe-
searchVM.



3 Moba/G Service Requirements

The thread migration systemMOBA introducedin the
precedingsectionds usedasa basisfor a Grid-enhanced
versionwhichwe will call MOBA/G. Beforewe describe
the MOBA/G systemin more detail, we describea sim-
ple Grid-enhancedcenarioto outline our intentionsfor
a Grid-basedVMIOBA framework. First, we have to deter
mine a subsebf computeresource®n which our MOBA
systemcanbe executed. To do so, we querythe Globus
MetacomputingDirectory Service(MDS) while looking
for computeresourceson which Globus and the appro-
priate Java VM versionsare installedand on which we
have anaccount.Oncewe have identifieda subsef all
the machinegeturnedby this queryfor the executionof
the MOBA system,we transferthe necessargodebase
to the machine(if it is not alreadyinstalledthere). Then
we startthe MOBA placesandregistereachMOBA place
within theMDS. Thecommunicatiorbetweerthe MOBA
placesis performedin a securefashionso that only the
applicationusercandecryptthe messageexchangede-
tweenthem. A load-balancinglgorithmis pluggedinto
the runningMOBA systemthat allows usto executeour
thread-basegrogramrapidly in the dynamically main-
tainedMOBA places. During the executionof our pro-
gram we detectthat a MOBA placeis not responding.
Sincewe havedesignedur programwith check-pointing,
we are ableto startnew MOBA placeson underutilized
resourcesandto restartthe failed threadson them. Our
MOBA applicationfinishesandderayistersfrom the Grid
ervironment.

To derive suchaversion,we havetriedto askoursehes
se/eralquestions:

1. What existentGrid servicescanbe usedby MOBA
to enhances functionality?

2. What new Grid servicesare neededto provide a
Grid-basedMOBA system?

3. Are ary technologicabr implementatiorissuespre-
ventingtheintegration?

To answerthe first two questionswe identified that the
following serviceswill be neededto enhancethe func-
tionality of MOBA in a Grid-basecervironment:

Resource Location and Monitoring Services. A re-
sourcelocationserviceis usedto determinegpossible
compute nodeson which a MOBA place can be
executed. A monitoring serviceis usedto obsene
the stateand statusof the Grid ernvironmentto help
in schedulingthe threadsin the Grid ervironment.
A combinationof Globus servicescan be usedto
implementthem.

Authentication and Authorization Service. The — ex-
istent security componentin MOBA is basedon
a simple centralized maintenancebasedon user
accounts and user groups known in a typical
UNIX system. This security componentis not
strong enoughto support the increasedsecurity
requirementsin a Grid-basedernvironment. The
Globus project, however, provides a sophisticated
securityinfrastructurethat can be usedby MOBA.
Authenticationcan be achiezed with the conceptof
public keys. This securityinfrastructurecanbe used
to augmentmary of the MOBA componentssuch
assharednemoryandthe scheduler

Installation and Execution Service. Once a computa-
tional resourcehasbeendiscovered,an installation
serviceis usedto installa MOBA placeon it andto
startthe MOBA services. This is a significanten-
hancemento the original MOBA architectureasit
allows the shift from a staticto a dynamicpool of
resources.Our intentionis to extend a component
in the Glohus toolkit to meetthe specialneedsof
MOBA.

Secure Communication Service. Objectsin MOBA are
exchangedaverthellOP protocol. Onepossibilityis
to usecommercialenhancementfor the secureex-
changeof messagebetweendifferentplaces. An-
othersolutionis to integratethe Globus securityin-
frastructure.The Globus projecthasinitiated anin-
dependenprojectinvestigatinghedevelopmenbf a
CORBA framework usinga securityenhancedrer
sionof [IOP.

The servicesabove canbe basedn a setof existing Grid
servicesgprovided by the Globus project(compareFigure
1). Fortheintegrationof MOBA andGlobuswe needcon-
sideronly thoseservicesandcomponentshatincreasehe
functionalityof MOBA within a Grid-basedrnvironment.



Table 1. The Globus servicesthat are usedto build the
MOBA/G threadmigration systemwithin a Grid-base
environment. Serviceghatarenot availablein theinitial
MOBA systemareindcatedwith e.

MOBA/G Service | Service Globus Compo-
nent
MOBA Place| Resource | GRAM
startup Manage-
ment
MOBA  Object | Commu- | GlobuslO
migration nication
e Secure Com- | Security GSlI
munication,
Authentication,
Secure compo-
nentstartup
MOBA registry Information MDS
e Monitoring Healthand | HBM, NWS
Status
e Remote In- | Remote GASS
stallation, Data | Data
Replication Access

User Application

MOBA

Java CoG
Globus JVM

Operating System

Health &
Status
Resource
Managment
Communication
Infomation
Security
Remote Data
Access

Figure4: Thelayeredarchitectureof MOBA/G. TheJava
CoGKit is usedto accesshevariousGlobus Services.

Beforewe explainin moredetailtheintegrationof each
of the servicesanto the MOBA system,we point out that

4 mary of the servicesare accessiblén Java throughthe

JaraCoGKit. TheJaraCoGKit [20][21] notonly allows
accesso theGlobusserviceshut alsoprovidesthebenefit
of usingthe Jara framework asthe programmingmodel.
Thus, it is possibleto castthe servicesasJavaBenasand
to usethe sophisticatedwventandthreadmodelsasused
in the programgo supporthe MOBA/G implementation.
The relationshipbetweenGlobus, the Javza CoG Kit, and
MOBA/G is basednalayeredarchitectureasdepictedn
Figure4.

3.1 Grid-based Registration Service

One of the problemsa Grid-basedapplicationfacesis
to identify the resourceson which the applicationis ex-
ecuted. The MetacomputingDirectory Serviceenables
Grid applicationdevelopersanduserdo registertheir ser
viceswith the MDS. The Grid-basednformationservice
couldbeusedin severalways:

1. The existing MOBA centralregistry could regis-
ter its existencewithin the MDS. Thus all MOBA ser
viceswould still interactwith theoriginal MOBA service.
Theadwantageof includingthe MOBA registry within the
MDS is thatmultiple MOBA placescould be startedwith
multiple MOBA registries,and eachof the placescould
easilylocatethe necessarynformationfrom the MDS in
orderto setup the communicatiorwith the appropriate
MOBA registry.

2. Theinformationthatis usuallycontainedwithin the
MOBA registry could be storedasLDAP objectswithin
the distributedMDS. Thus, the functionality of the orig-
inal MOBA registry could be replacedwith a distributed
registry basedon the MDS functionality.

3. The stratgiesintroducedin (1) and (2) could be
mixed while registering multiple enhancedMIOBA reg-
istries. Theseenhancedegistrieswould allow the ex-
changeof informationbetweereachotherandthusfunc-
tion in adistributedfashion.

Which of the methodsintroducedabore is usedde-
pendsontheapplication.Applicationswith highthrough-
put demandbut few MOBA placesare sufficiently sup-
portedby the original MOBA registry. Applicationsthat
havealargenumberf MOBA placesutdonothave high
demand®nthethroughpubenefitfrom atotal distributed
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Figure5: Theorganizationatlirectorytreeof adistributed
MOBA/G systembetweentwo organizationausingthree
computeresourceghn) for runningMOBA places.

registry in the MDS. Applicationsthatfall betweerthese
classeshenefitfrom a modified MOBA distributed reg-
istry.

We emphasizehat a distributed Grid-basedinforma-
tion servicemustbe ableto dealin mostcaseswith orga-
nizationalboundarieqFigure5). All of the MDS-based
solutionsdiscussedbove provide this nontrivial ability.

3.2 Grid-based I nstallation Service

In a Grid ernvironmentwe foreseethe following two pos-
sibilities for the installationof MOBA: (1) MOBA and
Globusarealreadyinstalledon the systemandhencewe
do not have to do arnything; and(2) we have to identify a
suitablemachineon which MOBA canbeinstalled. The
following stepsdescribesuch an automaticinstallation
process:

1. Retrieve alist of all machineghatfulfill theinstalla-
tion requirementge.g.,Globus,JDK1.1,a particular
OS-wersion,enoughmemory accountonwhichthe
userhasaccessplatform-supportedreen-threads).

2. Selectasubsebf thesemachineson whichto install
MOBA.

University

3. UseasecureGrid-enabledtp programto download
MOBA in anappropriatdnstallationspaceandun-
compresghedistributionin this space.

4. Configure MOBA while using the provided auto-
configurescript, and completethe installationpro-
cess.

5. Testthe configurationand,if successfulreportand
registerthe availability of MOBA onthemachine.

3.3 Grid-based Startup Service

OnceMOBA isinstalledonacomputeresourceandauser
decidesto run a MOBA placeon it, it hasto be started
togetherwith all the other MOBA servicesto enablea
MOBA system.Thefollowing stepsareperformedn or-
derto doso:

1. Obtainthe authenticatiorthroughthe Globus Secu-
rity serviceto accessthe appropriatecomputere-
source.

2. List all the machineson which a usercan start a
MOBA place.

3. For eachcomputeresourcen the list, start MOBA
throughthe Java CoGinterfaceto the Globusremote
job startupservice.

Dependingon the way the registry serviceis run, addi-
tional stepsmay be neededo startit or to registeranal-
readyrunningregistry within the MDS.

3.4 Authentication and Authorization Ser-
vice

In contrastto the existing MOBA security system,the
Grid-basedsecurityserviceis far moresophisticatednd
flexible. It is basedon GSI and allows integration with
public keys aswell aswith Kerberos First, theusermust
authenticateo the system.Usingthis Grid-basedsingle-
sign on security serviceallows the userto gain access
to all the resourcesn the Grid without logging onto the
variousmachineson the Grid ervironmenton which the
userhasaccountswith potentialdifferentusernamesand
passwerds. Onceauthenticatedthe usercan submitre-
mote job requestthat are executedwith the appropriate



security authorizationfor the remotemachine. In this
way a usercan accesgemotefiles, createthreadsin a
MOBA place, and initiate the migration of threadsbe-
tweenMOBA places.

3.5 Secure Communication Service

Thesecurecommunicatiorcanbeenabledvhile usingthe
GlobuslOlibrary andsendingmessagefom oneGlobus
machineto another This serviceallows oneto sendary
serializableobjector simplemessagée.g.,threadmigra-
tion, clasdfile transferandcommandso the MOBA com-
mandinterpreter)to otherMOBA placesexecutedunder
Globus-enablednachines.

3.6 Technical |Issues

Although MOBA currentlyis basedon a particularver
sionof theJVM, it is possibleto usemary of thestandard
servicesfrom within Java andthroughthe Java CoG Kit
(somecomponentsequireJDK 1.2). Alternatively, one
canreplacethe accesgo Globus throughthe Java CoG
Kit with the Globus C API calls. Sincesomethreadmi-
gration facilities within MOBA requirea small setof C
functionality, this posesno problemsfor an integration.
Furthermorewe have identified that the startupandthe
installationserviceareorthogonatto the original MOBA
systemandcanbe usedby mary otherapplicationusers.
Thuswe are designingtheseservicesindependenfrom
theactualMOBA implementation.

4 Performance Evaluation

We evaluatedthe performanceof MOBA’'s mobility func-

tion by usingtwo machinesconnectedvia one Ethernet
repeaterin a100-Mbit/secEthernet.Oneof themachines
hadanUltraSFARC-II 167 MHz processqrthe otherhad

anUltraSFARC-II 296 MHz processarandSunOSb ran

on bothmachinesWe usedthereferencémplementation
of JDK 1.1.8with MOBA andusedtheproductiorrelease
of JDK 1.1.7with othersystemsandwe usedinterpreter
with MOBA andthe SunJIT compilerwith othersystems
sinceMOBA cannotwork with existing JIT compilers.

Table2: Lateng of a one-way migration(msec).

No. of Roundtrips 1 10 20 50
MOBA 191.0 109.3 105.53 105.32
Voyager 2925 57.05 44.00 37.08

Latency of Migration. We describeda simple and
lightweight migrantwith MOBA andwith VoyagerORB
3.0[12]. With MOBA the following pseudocodeis de-
ployedin themigratorythreads:

startTime:= getlime();
for (i = 0; i < repeat_timej++) {
goTo thedestination;
returnto theoriginal madine;

}

time:= getTime()- startTime;

Using Voyager we provided the following pseudocode
outsidethe migratory object, while using Voyagers mo-
bility facilities:

createa migratory object;
startTime:= getlime();
for (i = 0; i < repeat_timej++) {
movethe objectto the destination;
movethe objectto the original madine;

}

time:= getTime()- startTime;

The migrationtimes obtainedarelistedin Table2. One
guestionwe aslked ourselhes was whether the perfor

manceof migrationin MOBA is comparablewith a mo-
bile agentsystemsuchas Voyagerthat doesnot support
migrationof executioncontext. We obsenedthatVoyager
shaws lower lateng for multiple roundtrips. Neverthe-
less,MOBA outperformsvoyagerif only oneroundtripis

performed. This is the caseeven thoughMOBA moves
the executioncontext in additionto the dataheld by the
migrant. Thus,for applicationswherethe lateng of the
migrationis important,we believethatMOBA is suitable.

Throughput. We alsousedMOBA for remoteexecu-
tion, measuredhe data transferthroughput,and com-
paredit with the throughputobtainedusing two object
requestbroker (ORB)sfor Jasa basedon RMI [23] and
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Figure6: Round-triptime of remoteexecution.

HORB [7]. To performa simplethroughputexperiment,
we measuredhetime it took for aremotemethodinvoca-
tion with anargumentandno returnvalue. The argument
wasa largearrayof 64-bitfloatingpointvalue:

double[] argument= new double[array_size];
remoteRef= gettheremoterefeence;
startTime:= getlime();
remoteRe&Method(agument);

finalTime:= getTime();

time:= getTime()- startTime;

In the caseof MOBA, remoteexecutionis doneby thread
migrationemulatingremotemethodinvocation. The mi-
grantgoesto the target machinewith an argumentand
return. The following codeis deployedin the migratory
threads self:

double[] argument= new double[array_size];
startTime:= getlime();
goTo(target madine);
argument= null; // thisdiscadstheargu-
ment
goTo(original madine);
time:= getTime()- startTime;

As shown in Figure 6, whenthe amountof datatrans-
ferredis small, MOBA takes moretime thanthe ORBs
dobecausdt movestheexecutioncontect aswell asdata.
Thus, the time taken by a threadmigrationwith MOBA
is largerthanthelateng of aremoteinvocationof ORBSs,

but thedatatransferthroughpuis betterwith MOBA than
with the othersystems.

5 Conclusion

We have designecandimplementednigrationsystemfor
Javathreadsasa plug-into anexisting JVM thatsupports
asynchronousnigrationof executioncontext. As partof
this paperwe discussed/ariousissues,suchaswhether
objectsreachabldrom themigrantshouldbemoved,how
the types of valuesin the stack can be identified, how
compatibility with JIT compilerscan be achieved, and
how systemresourcegied to moving objectsshouldbe
handled. As a resultof this analysiswe aredesigninga
JIT compilerthatimprovesour currentprototype. It will
supportasynchronousand heterogeneoumiigrationwith
executionof native code.Theinitial stepto suchasystem
is alreadyachievedbecauseve have alreadyimplemented
a distributed objectsystembasedon the JIT compilerto
supportselectve migration. Although this is an achieve-
mentby itself, we have enhanceaurvisionto includethe
emeging Grid infrastructure Basedon the availability of
matureservicesprovided as part of the Grid infrastruc-
ture, we have modified our designto include significant
changesn thesystemarchitecture Additionally, we have
identifiedserviceghatcanbe usedby otherGrid applica-
tion developers. We feel that the integrationof a thread
migrationsystemin a Grid-basecdenvironmenthashelped
us to shapefuture actwvities in the Grid community as
well asto makeimprovementsn thethreadmigrationsys-
tem.
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