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SUMMARY
This paper introduces a general metacomputing framework for submitting jobs across
a variety of distributed computational resources. A first-come, first-served scheduling
algorithm distributes the jobs across the computer resources. Because dependencies
between jobs are expressed via adataflow graph,the framework is more than just a
uniform interface to the independently running queuing systems and interactive shells
on each computer system. Using the dataflow approach extendsthe concept of sequen-
tial batch and interactive processing to running programs across multiple computers
and computing sites in cooperation. We present results froma Grand Challenge case
study showing that the turnaround time was dramatically reduced by having access
to several supercomputers at runtime. The framework is applicable to other complex
scientific problems that are coarse grained.

1. INTRODUCTION

Many supercomputing applications can be classified in one oftwo categories, loosely cou-
pled applications and tightly coupled applications. Loosely coupled applications are char-
acterized by cooperating processes that do not require frequent message exchange between
each other. In contrast, tightly coupled applications are characterized by the need for fast
message exchange between the cooperating processes. Generally, a metacomputing envi-
ronment must be designed to support the execution of both application classes. Analogous
to the simple characterization for the applications, one can classify metacomputing environ-
ments. Thus, atightly coupled metacomputing environmentutilizes hardware and software
technologies that enable rapid communication between processing elements on different
computational resources. In aloosely coupled metacomputing environmentseveral super-
computers or workstation clusters are utilized while running jobs in a distributed fashion.
In this context ajob is defined by a set of processes that are executed on one of the machines
without communication to another machine during the execution. Although the metacom-
puting framework introduced in this paper can be used for both application classes, as
demonstrated in [16, 15], we concentrate here on issues related to a loosely coupled meta-
computing environment. An important requirement for a loosely coupled metacomputing
environment is theefficientuse of the diverse and distributed computing resources.
In this paper, we introduce the different parts necessary toenable such a metacomputing
framework. We motivate our work based on analysis of variousGrand Challenge applica-
tions. We outline the general system architecture and introduce the different components,
including a uniform job submission component, a task graph editor, and a monitoring inter-
face. We then present a scripting language for supporting the dataflow computations. The
paper ends with a brief discussion of current and future research.
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2. MOTIVATION AND PROBLEM ANALYSIS

This work was motivated by an analysis of the development andexecution of parallel pro-
grams for various Grand Challenge problems and other computationally intense problems,
including atmospheric modeling[13], x-ray diffraction[17], linear programming [20], and
genome analysis [7]. Several observations from this analysis led to requirements that in-
fluence the design of the loosely coupled metacomputing environment introduced in this
paper:

� Reduction of development cost through software reuse.Programs to solve Grand
Challenge problems are highly specialized. Their development takes many person-
years. Because of the cost involved in designing and maintaining the parallel code, it
is desirable to reuse as many software components as possible that have been proven
to be working correctly.

� Specification via a task graph. Many large, complex programs are designed and
specified in such a way that they can be represented by a task graph. Interfaces
between the separate tasks are usually well defined so that independent development
teams can implement the assigned task. Often the only communications of these
tasks are performed during initialization and terminationin order to pass parameters
from one task to another.

� Specialized infrastructure. These programs are designed with a particular infras-
tructure in mind. The infrastructure includes specializedhardware, ranging from
the processor on which the program is executed, to storage media and networks for
secondary data storage and data transfers. Such specialized hardware generally is
located at supercomputer centers, because of the cost for providing and maintaining
a reliable infrastructure. Job submission to supercomputers in such centers is usually
performed in batch mode.

� High demand of runtime resource in space and time.The execution of jobs at
such centers consumes a lot of memory and time. Because of thelimited resources
at the centers, applications utilizing fewer resources arefrequently assigned a higher
priority than applications requesting a large amount of resources. Grand Challenge
problems make maximum use of existent hardware infrastructure in order to achieve
usable results in the quickest time possible.

� Parameter studies.Some applications require an instantiation of the program on a
variety of input parameters. Although this requirement canbe viewed as additional
motivation for a high demand in space and time, equally important are the repetitive
characteristics and the potential of generating tens of thousands of independent tasks
(as is the case for the molecular x-ray structure analysis [9]).

� Usability by application users through simple interfaces.It is necessary to pro-
vide a simple interface to the metacomputing environment and the parallel programs
in order to hide the often complicated infrastructure that makes the submission of
programs a complex task. Most users of the analyzed application preferred to view
the computing environment as a “black box.”
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Before we introduce the detailed architecture of this framework, we emphasize that it is
possible to reduce the overall turn-around time while performing one or more of the fol-
lowing strategies:

� Space reduction by using fewer processors for the same application. The average
wait time of a job in a batch queue is determined not only by thejobs already lined
up in the queue, but also by administrative decisions. The number of processors
used and the reservation time at queue submission have a big impact on the average
waiting time. In many centers, the waiting time in queues forlong-running jobs is
usually longer. Thus, the turn-around time can be reduced ifthe parallel program
uses fewer processors during the instantiation. Formally,we define the turn-around
time for an application

�
running on� processors as

� � �� � � ��� �� � 	 ��
� �� � 	 ��� �� � 

where��� specifies the average waiting time in the batch queue,��
� the time to read
and write the input and the output data, and��� the time for the actual calculation.
If the number of processors is reduced, the job can be reclassified for execution in a
shorter queue. As indicated above, many supercomputing centers schedule such jobs
with higher priority. This strategy does not require modifying the original applica-
tion.

� Time reduction by dividing the application in multiple smal ler jobs. Although
the above strategy often leads to the reduction of the time spend for queuing, it does
not guarantee that the overall time will be reduced. In many cases the application can
be divided into several independent running jobs. Althoughthe number of processors
used is not reduced, the execution time of the computations of their parts is smaller.
Formally, the minimal turnaround time of an application

�
that is split into two

sequential tasks
� �

and
��

is defined as

��� � � � �� � � 	 � �� �� � � 
� � � � � � �
� � � �
� � � �

where� � and� � are the number of processors used for the different parts, and p is
the total number of available nodes. Often it is sufficient tofind a combination that
is smaller than the original turn-around time.

� Space-time reduction by using multiple supercomputers.Using multiple super-
computers at different sites to execute the parallel tasks is likely to reduce the time
used to perform the overall calculation. In many cases this is also the only way that
the application can be run: namely, by using the combined ability of the distributed
resources.

The metacomputing framework introduced in this article supports all of the strategies men-
tioned above in order to reduce the wall-clock time of a program instantiation. A central
feature of this framework is the specification of the task graph as part of a dataflow graph.
This specification allows the user to:
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� specify the jobs easily in a maximal parallel fashion;

� specify dependencies between the jobs as links in the task graph and as temporal
condition in the dataflow graph;

� use the simple representation in a dataflow graph to spawn jobs across multiple su-
percomputers at potential different sites; and

� utilize a scheduling algorithm that makes it possible to submit jobs uniformly across
the sites.

Additionally, it is important that the computational resources in the metacomputing envi-
ronment be easy to use. The goal of simplicity results in the following requirements for the
metacomputing framework:

� enable remote file staging across the different computing sites;

� provide a uniform interface to the queuing systems controlling the submission of jobs
to the supercomputers, including cancellation of jobs on remote sites; and

� provide the ability to monitor job status.

Users would also like to be able to develop their programs on their local computers, while
the compilation and execution are performed remotely on theappropriate target machine.
This feature should be available as a shell command as well asa Graphical User Interface.

3. A MOTIVATING APPLICATION AND THE COMPUTATIONAL
TESTBED

Before discussing the architecture design in detail, we briefly examine the requirements for
a particular application. We have chosen the Grand Challenge application known as Four-
Dimensional Data Assimilation (FDDA) [13] because it takesadvantage of all the design
features presented in this paper. FDDA is a technique used inclimate and weather fore-
casting to improve the quality of the forecast. The goal is toproduce abest estimateof the
state of the system based on a physical model of the earth system and actual observations
collected over time.
An essential problem in FDDA is to interpolate from a set of irregular distributed data
values (the climate or weather observations) to a set of datavalues spawned over the globe
at predefined locations. This set of data values (often a grid) is used as an initial condition
to a climate model or weather forecast. This calculation is repeated for every six-hour
period.
A high level flowchart of the FDDA cycle is shown in Figure 1. During the initialization,
the data is prepared and erroneous data points are correctedor rejected. This corrected list
of observations is input of an objective analysis algorithmthat derives the initial condition
for the climate model.
The data preparation, the quality control and the objectiveanalysis can be decomposed
based on the geographical location of the input data (the observations and the variables de-
scribing the earth system). In Figure 3 we show one possible domain decomposition which
divides the globe into four regions. Including the data fromthe overlap regions allows
to formulate the execution graph as shown in Figure 2. In thisexample four processors

4



InitializationInitialization

PredictionPrediction

Data Preparation

Quality Control

Objective Analysis

Repeat for
every 6 hour
analysis

Figure 1. The Four Dimensional
Data Assimilation Cycle.
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Figure 2. Decomposition of the
Four Dimensional Data Assimila-
tion Cycle.

Figure 3. A possible domain decomposition for the data analysis.

can be utilized in parallel. More sophisticated decomposition strategies including dynamic
decompositions, can be found in [16]. For the mathematical formulation[10, 11], the se-
quential and parallel algorithm[18, 15], and further information[4] about this problem, we
refer the reader to the literature.
During the observation of the scientists conducting their repetitive experiments with dif-
ferent parameters or source modifications, we noticed that the turnaround time is slowed
down by the large queuing times for submitting the program tothe local scheduling system.
At the same time, we observed that the queues at other centerswere not as busy. Thus, we
included selected cites into a testbed.
For the testbed environment we used computers located at fivedifferent geographical lo-
cations, as shown in Figure 4. For most of our experiments we utilized a subset: the SP2
at the Northeast Parallel Architectures Center, Cornell Theory Center and Maui High Per-
formance Computing Center. Since the scientists were not familiar with these systems,
the requirements for uniform job submission, file stageing,and uniform program execution
becomes apparent.

4. ARCHITECTURE

Many possibilities exist to provide a framework that fulfills the design goals and require-
ments introduced earlier. Because we wish to keep the designas simple as possible, the
general architecture is based on a client-server model. Thebasic components of the archi-
tecture are depicted in Figure 5 and are explained in more detail in later sections.
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Figure 4. Geographical distribution of the metacomputing components as used in
the NASA Four-Dimensional Data Assimilation Grand Challenge project.

Four interface components enable users to communicate withthe metacomputing environ-
ment in the following ways:

� monitoringthe activities on a remote compute resource (e.g., the batchqueues),

� submittingjobs uniformly to the different batch queues,

� composinga parallel application with the help of a task graph editor, and

� scriptinga parallel application with a simple text based editor.

For the monitoring, submission and composition requirements graphical user interface
component are available. The desire of some users not to use aGraphical User Interface is
implicitly addressed in this design, since the components interact with the backend system
via a universally used scripting language. Each of the components will be described in
more detail later in this article.

Batch Job
Generator

           User

Graph Editor
 Batch
Queue

Batch
Server

Job
Server

Batch
Client

Local Machine

Remote Machines

Batch Job
Monitor

Uniform Job
Submission

Form

Copy
Server

Job
Database

Figure 5. General architecture of the metacomputing framework.
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Figure 6. The layers of the metacom-
puting framework.
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Figure 7. Components and applica-
tion interfaces of the metacomputing
framework.

The general metacomputing framework is based on a layered architecture (Figure 6), which
contains a small set of application interfaces that can be ported to different infrastructures.
These interfaces are distinguished by their functionality(Figure 7):

� Remote File Functionsallow users to access files on a remote machine. The func-
tions includecp, for copying a file from one machine to the other;mkdir, for creating
a directory on a remote machine; and , for deleting a file on theother machine. The
functionexistsis used to test if a file on a remote machine is available. To obtain
more information about the size and the access rights, thepropertyfunction is used.

� Remote Runtime Functionsenable a program to execute on a remote machine.
Authentication is performed in clear text, though it is straightforward to provide a
key-based infrastructure. Besides starting a program withthe run command, it is
important to be able tokill andsuspendthe command on the remote machine.

� Remote Inquiry Functions allow users to obtain information about jobs running on
remote machines. This includes information not only about the current job, but also
about batch queues that might run on the remote machine.

These functions are invoked through methods that are part ofan object specification of the
jobs submitted through scripts or the graph editor. The job objects are stored in the job
database, which provides a persistent storage for the stateof the system.
A typical interaction is invoked on the user’s home machine by using either a specialized
scripting language or the task graph editor. The jobs specified in such a way are recorded
in a job database, and the batch job generator is notified. Thebatch job generator controls
the job submission and execution from the client to the appropriate remote computational
resource. The status of the batch queuing system, as well as the state recorded in the
job database, can be observed with the job monitor. On each ofthe remote sites abatch
serverand ajob serversupervise the program execution. Specifically, the batch server
monitors the batch system at the remote site and reports changes to all jobs running on this
machine. The only function of the job server is to submit a jobto the appropriate batch
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queue. After this step is completed, the job server is terminated at the remote machine in
order to conserve valuable compute resources.
The design allows for computational resources that operatein batch and in time-sharing
mode. Hence, one can extend the framework to large distributed computing networks. The
architecture is implemented by using Java, Perl[2], and tcl/expect[12, 8] using rsh, telnet,
ftp, and TCP/IP[14].
Since the metacomputing framework is able to execute a variety of tasks, we first demon-
strate the capability to perform uniform job submissions. Later, we will demonstrate the
extended batch control mechanism based on the dataflow concept.

5. JOB SUBMISSION

In this section we discuss the mechanisms implemented in ourmetacomputing system to
assist users of different supercomputing sites who are faced with the problem of using
different interfaces to the batch queues running on different supercomputers.

� ��� ������	 
�� �
�	 ������

A uniform job submission form allows users to submit jobs viaremote shell execution of
the appropriate commands accessing the queuing system or via specialized scripts based on
expect.Figure 8 shows a screenshot of the general submission form appliaed to the FDDA
application. Only a few essential characteristics of the underlying job submission systems
are used in order to keep the submission process as simple as possible.
The form requests that the user specify the name of the file in which the job is described, the
directory from which the program is executed, the files for standard output and error, the
users e-mail for notification upon completion of the job, as well as, parameters determining
how long the program should run and how many processors should be used. The status of
a queuing system on a remote site can be visualized as displayed in Figure 9.

� �� � ����������� 
�� �
�	 ������

To demonstrate the way in which a loosely coupled metacomputer program functions, we
use the example of the FDDA application. The parallel program to solve the mathematical
tasks associated with the FDDA can be divided into several stages [18], each of which is
executed in parallel separately (a very common approach forlarge codes).
Figure 10 shows an example of such a program. The task of the program is to use some
input data, process it with a program, forward the output to another program, and show the
result of the overall calculation on a terminal. In the execution specification, program A
is mapped onto a DEC Alpha workstation farm, while program B can be mapped onto the
SP2’s from NPAC, Cornell, or Maui.
The uniform job description form, as displayed in Figure 8, is used to specify differences
for each machine due to the file system and user accounts, as well as the differences in the
batch program operating at the different sites. After the jobs have been properly defined,
the program can be executed. A job database is used to supervise the running jobs on the
different machines. The contents of the database can be visualized with a monitoring user
interface (Figure 11). Each job is assigned a unique identification and can have input and
output data dependencies with other jobs (e.g., before it can be started, a job has to wait for
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Figure 8. The uniform job submis-
sion form allows the user to submit
a job to the batch queues of remote
supercomputers as well as interactive
shells.

Figure 9. The job monitor allows the
user to observe the status of jobs sub-
mitted to remote supercomputers, in-
cluding the state of the batch queues.

the completion of the jobs given in the input dependency list). As a job is completed, the
state is updated in the job database, and dependencies with other jobs are resolved. Jobs
that do not depend on any other jobs (their dependencies are resolved) are then submitted
for execution. Once the job is running on the particular machine, the database and the mon-
itoring interface are updated again. The selection of jobs and their execution are repeated
until all dependencies are resolved. It is a straightforward implementation of a classical
dynamic dataflow concept using global control.
Internally, the dataflow graph is converted to a sequence of shell commands that are exe-
cuted in a special Java thread. The thread is responsible forscheduling and supervising the
parallel jobs that are executed asynchronously. For each job, a separate thread is created.
A job can be in one of the following states:

� Submitted – the job is submitted and prepared for running on the target machine.

� Running– the job is running on the target machine.

� Completed– the job is completed, and the result is available for other jobs.

� Failed – the execution of the job has failed.

� Waiting – the job is waiting for the completion of one of its dependencies (input
resolution).

� Halted – the job has been halted by the operator.

A separate list is used to collect failed jobs. They are either resubmitted or, after a par-
ticular timeout, forwarded to another component of the metacomputing environment. This
approach provides a minimal fault-tolerant behavior of theenvironment. Global control on
the user’s home machine is used to supervise the jobs in the batch queue.
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Figure 10. A loosely coupled meta-
computer program.

Id   Dependency Status    Command                    

3      1,6                       Waiting          Maui:     Start Optimal Interpolation
1      -                          Running          Cornell: Copy File to Maui MHPCC
2      -                          Running          Syr.:      Copy File  to Maui MHPCC 
4      3                          Waiting          Maui.:    Copy File to Syracuse
5      4                          Submitted      Syr.:       Prepare Graphical Output
6      1                          Waiting          Maui:     Start Quality Control
12    11                        Waiting          Cornell:  Start Optimal Interpolation        

CP ~/4dda/observations.dat maui:~/run

Job 1

 current anticipated time of completion: 30s
 no network failure encountered
 the machine tsunami in Maui is up

Figure 11. List of jobs submitted to
the metacomputing environment.

Once a loosely coupled job is generated with the help of the graphical editor, it is transferred
to an intermediate language. This language is similar to a shell script. Such similarity is
essential to enable programming a tightly coupled metacomputer in textual form as well as
in graphical form. Again, simplicity is important because such an environment will be used
by scientists who do not necessarily know the newest technology in computer science.
The language is built around a few simple commands allowing remote file access and re-
mote compilation. Each command can be attached with anid, which allows the generation
of dependencies between jobs. TheSUBMITcommand submits a job to the specified re-
mote computer and returns a uniqueid. Jobs are all submitted asynchronously. The job id
can be used toCANCELthe job or perform other actions on it. TheWAITcommand waits
on the execution of the specified job or job set. It is possibleto wait for the completion of
all jobs (WAIT(ALL)) in ajobset or to wait till one job (WAIT(ONE)) of the set is completed.
The immediately returningPROBEcommand returns the state of a job. Thus, it is possi-
ble to check for the states introduced earlier (SUBMITTED, RUNNING, COMPLETED,
FAILED, WAITING, HALTED). In combination with the WAIT command, the PROBE
can be applied to sets and returns the first job id for which theprobing command returns a
value.
Figure 12 depicts a simple script for compiling and running the FDDA program on two
remote machines. The script uses a first-come, first-served scheduling policy. One of the
strengths of this approach is the simplicity of formulatinga program running on multiple
platforms through different batch operating systems. Tasks that would have to be executed
normally by hand, while inspecting batch queues, can now be executed automatically. Ad-
ditionally, the method to specify such jobs is for many usersintuitive since it is based on the
extension of a shell/Perl like language. Thus, the learningcurve for utilizing this approach
is low.
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Figure 12. Example of the scripting language used to define a loosely coupled meta-
computing application.

6. JOB SCHEDULING

The goal of the job-scheduling algorithm is to minimize the overall wall-clock time for
executing the program. For efficient job scheduling, a runtime prediction algorithm can be
included in the framework.
The mapping of jobs to machines operating in time-sharing and batch mode forces one to
use different strategies for predicting the runtime of a job. In time-sharing mode, system
values such as current load and load averages are used to predict the completion time of
the job. This information is especially useful when a performance prediction function is
available for the job.
If performance prediction is not possible or the job is executed on a supercomputer oper-
ating in batch mode, the execution time is not as easy to predict. One way to solve this
problem is to submit all jobs to a global queue. This global queue decides which machine
the job will be executed on. For example, the batch operatingsoftware CODINE is able to
submit jobs to different machines [3, 1].
In most cases, however, the metacomputing center maintainsits own local queues and

11



policies. In such a case, the jobs can be simply replicated oneach one of the machines.
The first job completed causes the other jobs to be terminated, which are then removed
from the queue. The disadvantage of this strategy is that if jobs are started at the same
time, valuable resources in CPU cycles might be wasted. Moresophisticated algorithms
are possible in case advanced reservation policies are enabled on the batch queues.
Once more performance data of the average wait times in the batch queues and the exe-
cution time of the applications on the compute server are available, the machine on which
the job is executed can be selected based on its performance characteristics. Specifically, a
more sophisticated algorithm can be used that first predictsthe expected turn-around time
on a variety of machines and then selects only those machineswhere the time for execution
is minimal. For parameter studies on deterministic algorithms of known complexity, this
strategy results in a very effective scheduling since the data of previous runs is recorded
in the job database and the performance characteristics canbe reused in the next job to be
scheduled.
The status of the machines can be monitored in multiple ways.It is possible to run a Java
server on the supercomputer side and send information aboutthe status upon request. The
current setup allows the user to start a remote procedure call and consult the job queue for
information about the status of the running jobs.
In the next section we show the design of a more sophisticateddynamic resource selection
instead of the rather simple first-come first-served scheduling resource scheduling.

7. DYNAMIC RESOURCE SELECTION

The dynamic execution of a program is driven by three factors: (1) the software mod-
ules available for the different hardware platforms, (2) the availability of a computational
resource, and (3) the use of the computational resources. Figure 13 illustrates the process
responsible for selecting the hardware and software used toexecute the program on existing
hardware platforms.

MachineMachineMachine

Performance
Measurement
Performance
Measurement

Software
Performance

Database

Machine
Util ization
Machine

Util ization

Predicted
Performance
Predicted

Performance

Software
Selection
Software
Selection

Hardware
Selection

Hardware
Selection

Program/
Task

Program/
Task

Figure 13. Dynamic selection pro-
cess during program execution
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Figure 14. Steps performed in the
dynamic selection process.

As pointed out previously, in some scientific programs (so-called parameter studies), a
problem is solved many times for similar instances of data, with little difference in execu-
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tion time. The information about the execution time on different machines is stored in a
database, either via direct measurement or via a performance prediction analysis algorithm.
This information can then be used to predict the real-time performance of the program. If
several choices of software and hardware mappings are available, the one with the shortest
execution time is chosen. Hence, the selection not only includes a hardware mapping, but
also can include the use of completely different algorithmsto solve the (meta)problem.
Figure 14 depicts the steps that are performed to update the information in the performance
database. Several important asynchronously running tasksare distinguished with the letters
a, b, c, and d.

(a) Jobs are continuously inserted in the job queue.

(b) A job is selected from the queue for execution. Differentselection algorithms can
be integrated into the environment. The simplest strategy is to select the jobs in a
first-in-first-out fashion. More sophisticated algorithmsmake use of the time and
memory used to complete the jobs while sorting them appropriately. The strategy for
selecting the jobs can be configured by the user.

(c) Once a job is selected, an appropriate machine has to be found. If no machine seems
to be appropriate to run the current job, the job is inserted back into the end of the
job queue, and step b will be performed. If a machine for execution was determined,
the job is submitted. After completion, the runtime information is stored into the
performance database for improving future schedules.

(d) Machines that are exceeding a particular number of currently scheduled jobs are
removed temporarily from the machine pool in order to capture the fact that many
computing centers have a policy of “maximum number of jobs per user” in place.
This number can be configured individually for each machine.

The maintenance of a machine pool in addition to the job queue, from which resources are
selected, allows the dynamic resource selection.

8. RESULTS

To test the metacomputing environment, we ran experiments on the SP2 in Cornell, Syra-
cuse, and in Maui. During these experiments, the jobs were submitted asynchronously to
the machines. We used the scheduling algorithm, as well as, the predicted waiting times in
the queues for both machines. Based on this prediction, the jobs were started on the ma-
chine with the least amount of waiting time. Whenever a job was accepted in a machine,
the corresponding job on the other machine was deleted. Thissimple strategy reduced the
wall-clock time for the completion of the job by 3–5 hours, and thus enabled us to obtain
dramatically reduced turnaround during peak hours.
In addition, it is important to point out that the metacomputing framework, introduced in
this article, is easy to use. It allows for easy specificationof programs as well as their
monitoring in a distributed environment.
Another important result is the ability to port the framework to other metacomputing in-
frastructures. Recently, a port based on the Globus Metacomputing toolkit was developed
and is currently under improvement.
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9. CONCLUSION AND FUTURE RESEARCH

The metacomputing system introduced in the preceding sections is very general. It is useful
for providing a uniform interface to the job submission systems at different supercomput-
ing sites, as well as integrating multiple jobs in an overallprogram. Dynamic behavior of
the infrastructure can be monitored and used for steering the computation. The system can
be ported to different sites, since only a small set of routines interfacing with the environ-
ment need to be adapted. A port that replaces the job start-upmechanism via the Globus
metacomputing toolkit is under development [5].
The integration of the framework introduced in this paper into a larger framework such as
the Globus metacomputing toolkit allows expansion of its usability. We plan additional ap-
plications of this framework in other Grand Challenge projects; initial results were demon-
strated at Supercomputing ’98 [19]. The next step will involve developing more sophisti-
cated scheduling algorithms that make better use of the dynamical changing infrastructure.
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