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Abstract

Grids have become a critical asset in large-scale
scientific and engineering research. Accessing to
distributed data is typically as important as access
to distributed computational resources. In this pa-
per, we present the design of Java CoG Kit compo-
nents and APIs that make handling of data accessed
through Grids easier for the novice Grid user and
programmer. We introduce the design and archi-
tecture of a component for file transfers that sep-
arates issues related to requesting, performing and
visualizing the actual file transfer. The design of
our component is based on object and component
based methodologies. Hence, it is assembled from
a collection of reusable components promoting cus-
tomization and reuse. We integrated the drag-and-
drop paradigm. Protocol-independent interfaces al-
low easy adaptation to a variety of data sources.
Hence, we not only have developed a GUI but so-
phisticated middleware to develop advanced Grid
file transfer services. These components are dis-
tributed with the Java CoG Kit.
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1 Introduction

Grids [1] are a rapidly emerging form of dis-
tributed computing wherein the vision is an
environment for coordinated resource shar-

ing and problem solving in dynamic, multi-
institutional virtual organizations [2]. To ac-
cess such a complex environment, Grid com-
puting environments and Grid portals must be
provided to enable transparent and convenient
access to the Grid [3].

A frequent obstacle to the creation of ad-
vanced applications using Grid environments
is access to remote data. Many aspects must
be considered while dealing with remote file
transfer. Such aspects include which proto-
col is supported during the transfer, how the
file transfers are organized, which mechanisms
are used to instantiate a file transfer, and how
the progress of file transferred can be observed.
Additionally, we have to consider the differ-
ent Grid user communities. These communi-
ties include common Grid users that are inter-
ested easy-to-use interfaces and Grid develop-
ers that are interested in easy-to-use APIs and
shell commands. Hence, a file transfer strategy
must be considering the Gestalt of the Grid
that may look different for each user commu-
nity [1].

In Grids, and on the Internet, files are stored
on servers supporting a variety of protocols,
such as FTP [4], GridFTP [5], and WebDAV [6]
protocols. GridFTP is a high-performance, se-
cure, reliable data transfer protocol optimized



for high-bandwidth wide-area networks that is
based on FTP and developed as part of the
Globus Project. WebDAV is a standard pro-
tocol for distributed authoring and versioning
that defines HTTP extensions necessary to en-
able distributed Web authoring while provid-
ing interoperability among a large number of
commodity tools. Designing a single interface
to connect to the various servers using different
protocols would provide users with a uniform
view of the files located on the different servers
irrespective of their protocol implementations.
Such an interface would enable the user to ac-
cess a large number of file servers without being
familiar with details about the protocol.

An additional concern in file transfers is how
file transfer requests are performed. Commod-
ity applications such as SecureFTP [7] and
LeechFTP [8] provide easy-to-use graphical in-
terfaces, thus making them powerful tools for
the Web community. They provide drag-and-
drop mechanisms for the instantiation of file
transfers between clients and servers, provi-
sions for viewing the status of the transfer,
and book marking. Unfortunately, no such
tools are available to the Grid community.
Thus, the entry level into Grid file sharing re-
mains unnecessarily high. The factors men-
tioned above motivate us to develop such high-
level components and their supporting services,
which must provide features such as multiple
file downloads and uploads, recursive directory
transfers, transmission management through
queues, and quality-of-service guarantees. Be-
sides file transfer we are also concerned with
job submission and information browsing com-
ponents. We have recently started the devel-
opment of such components as part of a larger
effort to produce an Open Grid Computing
Environment(OGCE) that promotes easier use
of Grids and is based on a multitude of Grid
toolkits, including The Globus Toolkit version
2 and version 3. Such components may be ac-
cessed through based portals and GUI compo-
nents. It includes basic Grid patterns enabling
job submission, file transfer (a form of a job),
and the management of jobs through forms,
tables, and visual desktops.

In the rest of the paper, we present one
of the OGCE components, called File Trans-
fer Component (FTC), that allows protocol-
independent data access as well as file brows-
ing capabilities for Grids. We also present a
convenient Java client library that allows de-
veloping such components in modular fashion
by the community. We first describe the re-
quirements and our proposed solution. Next,
we describe the design and implementation of
FTC. We conclude the paper with use cases,
extensions, and future developments.

2 Requirements

The requirements for the design of our archi-
tecture follow the usual software engineering
principles, such as (a) uniform access mecha-
nisms to support wide variety of data sources
that may include common stream-based data
services such as FTP or HTTP; (b) transpar-
ent and easy access to data in Grids by us-
ing both, a GUI and a command shell; (c) ex-
pandability by providing mechanisms to inte-
grate new protocols; (d) reusability and com-
posability within Integrated Development En-
vironments; and (e) portability so as to mini-
mize development cost through an appropriate
choice of technologies.

Although our requirements are language and
framework neutral, we have implemented the
component in Java, which allows us to fulfill
the requirements of easy porting and deploy-
ment as discussed in [9].

3 Architecture of the File
Transfer Component

Our architecture is based on a number of
reusable components. Figure 1 shows the ar-
chitecture of the file transfer component (FTC)
that separates access, transfer, and display of
data related operations cleanly. Hence, it com-
prises three main components: the access man-
ager, the transfer manager, and the graphical
user interface.



Figure 1: Architecture of the file transfer com-
ponent.

• The access manager provides uniform
access to all the file transfer service
providers, independent of the protocol
they support, by interfacing to them
through a single access interface. The
providers we currently support implement
FTP and GridFTP protocols. The user
initiates the file transfer requests through
the access manager.

• The transfer manager manages specific
data transfers. It performs the actual
movement of files from one location to
the other. It takes the transfer requests
specified through the graphical user in-
terface and schedules the transfers to the
servers involved. The data movement can
be provided by reusing services such as
Grid UrlCopy or any FTP server providing
third-party transfers. For instance, users
who need reliable file transfers between
the GridFTP servers can use the Reliable
File Transfer server (RFT) to initiate reli-
able transfers with quality-of-service pro-
visions.

• The user interface supports uniform dis-
play of files and directories, while at the
same time allowing drag-and-drop fea-
tures for a variety of data sources. This
component interacts with both the access
manager and transfer manager. It com-

municates with the access manager to pro-
vide graphical representation to the files
located in the local as well as remote sys-
tems. It gets the file transfer requests from
the access manager, queues the requests,
and sends them to a transfer manager that
performs the actual file transfers.

We integrated these reusable components
into a single component that we call the File
Transfer Component (FTC) for Grids. We de-
scribe each of the other components in detail
in the following subsections.

3.1 File Access Providers

As indicated previously, FTC supports multi-
ple protocols. This feature is enabled through
the provision of so-called file access providers.
We currently support basic providers for FTP
and GridFTP protocols. The file access
providers allow us to access file system based
on API calls that are implemented by using
appropriate protocols. These providers are in-
tegrated into FTC by using a single interface
called AccessInterface, which is described in
Section 3.2.

The GridFTP [5] provider is of special inter-
est to the Grid community. It is an extension
to the FTP protocol and enables ubiquitous,
high-performance access to data. GridFTP can
perform a concurrent transmission of a file by
using a number of parallel streams. This ap-
proach increases the efficiency of data trans-
fers. This strategy is also commonly used in
other commodity file transfer components be-
tween client and servers. However, we have
the ability to perform such function between
servers which commodity file transfer services
do not typically support.

3.2 File Access Interface

The FTC component contains an access inter-
face that provides uniform access to sources
supporting multiple file transfer protocols. It
defines basic operations such as connecting to
a remote server, changing to a directory, list-
ing the files present in a directory, making a



new directory and deleting files and directo-
ries. The pseudocode for the interface is shown
in Figure 2.

interface AccessInterface {
public void connectRemote();
public void chdir(String dirname);
public void list();
public void mkdir(String dirname);
public void rmdir(String dirname);
public void rmfile(String filename);
public void rename(String oldname,

String newname);
public void disconnectRemote();
. . .

}

Figure 2: Pseudocode for the access interface
of the FTC.

The purpose of these methods is straightfor-
ward. The connectRemote() method is used
initially to setup the connection with a re-
mote server. The chdir() changes the loca-
tion of the directory. The list() method is
used for retrieving all the subdirectories and
files present in a directory. The other methods
provide basic file system operations. The file
access providers need to implement just this
interface in order to be integrated in FTC.

3.3 File Transfer Providers

In contrast to the file access providers that en-
able access to the actual file system, the file
transfer providers are responsible for transfer-
ring the files. File transfer requests, generated
by the file access providers, contain the infor-
mation required for performing file transfers.
File transfer providers take these requests and
perform the actual transfer. In order to ini-
tiate a third-party transfer between two dif-
ferent remote data sources in the Grid, we
also require the third-party support from the
providers. We use file transfer providers such
as the Java CoG Kits [10] UrlCopy, which in-
ternally supports the protocols http, https, ftp
and gsiftp; and the Globus Project’s Reliable
file Transfer service (RFT)[11].

Internally RFT uses the GridFTP client li-
braries provided by the Java CoG Kit. It al-

lows the transfer of files with quality-of-service
provisions. Thus, if a file transfer is interrupted
at one point, the reliable file transfer service
will assist in restarting the transfer at another
time and will try to complete the interrupted
transfer. Problems such as dropped connec-
tions, machine reboots and temporary network
outages are dealt with automatically.

Currently, we use an alpha version of RFT
distributed with the Globus Toolkit version 3.
It provides simple access to controlling and
monitoring third-party file transfers between
GridFTP servers. The client controlling the
transfer is hosted inside a Grid service [12] so it
can be managed by using the soft-state model
and queried by using generic interfaces avail-
able to other Grid services. However, as obvi-
ous GridFTP is just one way of performing file
transfers in Grids.

3.4 File Transfer Interface

The File Transfer Interface provides uniform
access to multiple file transfer providers. The
pseudocode for the interface is shown in Figure
3.

interface TransferInterface {
public setFromUrl(String url);
public setToUrl(String url);
public startTransfer();
public suspendTransfer();
public resumeTransfer();
public cancelTransfer();

}

Figure 3: Pseudocode for the transfer interface
of the FTC.

The functionality of the methods of
the interface are straight forward. The
setFromUrl() provides the information re-
garding the details about the file that needs
to be transferred. The setToUrl() provides
information regarding the location where the
file needs to be transferred. The string url,
which is taken as the parameter, follows the
usual syntax [4]:

[protocol]://[user]@[host]:[port]:[file]



The other methods are needed to monitor
the execution of file transfers. A file transfer
provider needs to implement just this interface
in order to integrate with FTC. As obvious
the use of our interface will also protect other
middleware developers from frequent changes
in design and implementation that took place
during the development of other Grid transfer
services such as RFT.

3.5 Graphical User Component

The front end of the file transfer component
can be implemented in a variety of frameworks.
Currently, we have implemented it based on
the Java Swing framework. Nevertheless, we
are implementing the component also as a Jet-
speed portlet to allow the integration into por-
tals, which can be invoked using web browsers.
However, we believe that a more powerful com-
ponent that supports drag-and-drop is needed
for the easy use of Grids. The current genera-
tion of Web browsers simply does not support
such a modality.

Our prototype component consists of file
browsing and file transfer monitoring compo-
nents that are designed based on the Java
Beans [13] component model. Our goal is to
be able to import these components in IDEs,
such as JBuilder or Eclipse, to provide a conve-
nient development environment for Grids. The
file browsing panel offers elaborate directory
browsing and directory manipulation function-
ality, which works identically for both local and
remote hosts. The user is able to (a) view the
directory entries in tree structure, (b) transfer
files with few clicks of the mouse, (c) create
new directories, (d) copy files and directories,
(e) delete files and directories, (f) rename files
and directories, and (g) refresh entries.

The monitoring panel supports (a) queu-
ing of jobs, (b) checking status, (c) setting of
transfer options. The graphical user interface
reusing these panels within our integrated file
transfer component is shown in Figure 4.

Figure 4: The GUI of the file transfer compo-
nent.

3.6 Important Features of FTC

We point out a number of important features
of the FTC.

Authentication. GridFTP uses Grid Secu-
rity Infrastructure (GSI) [14] for authentica-
tion. GSI provides a number of useful services
for Grids, including mutual authentication and
single sign-on, and it protects critical and sen-
sitive data by providing strong data encryp-
tion.

The authentication in FTC is performed
through the visual-proxy-init program dis-
tributed with the Java Cog Kit. Hence, au-
thentication is enables access to GSI enabled
services such as GridFTP and RFT. FTC pro-
vides the ability to start a proxy, check the
proxy information, or destroy the proxy.

Connecting to Different Transfer
Servers. Users have the flexibility to
login to any number of FTP or GridFTP
servers. Files will be displayed in the tree
structure in separate internal frames. The
user can perform basic file system operations
on any of the files, as well as transfer files and
directories by dragging and dropping them
between the frames.

Using RFT. RFT can be used for achieving
reliable file transfers between GridFTP servers.
The settings of the RFT server such as the
name and the port have to be registered and set



in the FTC. File transfer request will appear
in a queue and they can be submitted to the
RFT server by clicking on the Submit button.
The status queue enables the user to explicitly
control the file transfer at the RFT server.

Java Client API to GridFTP. The Java
client API has most recently been developed
as part of the Java CoG Kit to support inter-
face to FTP and GridFTP protocols. It imple-
ments the following features: file storage and
retrieval to and from FTP server (client-server
transfer), third-party transfer, ASCII and IM-
AGE data types, file data structure, nonprint
format control, stream transmission mode, op-
eration in passive and active server mode, par-
allel transfers, striped transfers, restart mark-
ers, and performance markers. More informa-
tion about this API can be found on the Java
CoG Kit Web pages [15].

Deployment. We are conveniently dis-
tributing the component through the Java Web
Start technology [16]. This technology can be
used when the user has the ability to down-
load and install files in his user space on the
client computer. In essence it is not differ-
ent than installing a browser plug-in such as
Acrobat Reader, a Microsoft program, or an
MP3 player. Automatic updates provide an
additional benefit while simplifying the main-
tenance and deployment of up-to-date clients.
More information about the use of Web Start
within Grids can be found in [9].

4 Extensions

Application developers can benefit from the
fact that FTC is based on an object oriented
design that uses extensively the interface con-
cept. Hence, we it will be easily possible to
enhance our component to access other data
services with different protocols such as Web-
DAV. The task of integration is simplified, as
the developer only has to implement a single
interface to incorporate into FTC.

Since components in FTC are designed as
Java Beans, it will be easy to enhance and in-
tegrate them into visual development environ-
ment such as JBuilder. For instance, we can
develop applications such as file explorer using
file browsing bean and an editor bean, which
displays the contents of a file.

5 Conclusion

We have developed a user-friendly environment
for interactive and transparent file access to
Grid users. Such an interactive model is re-
quired for assisting scientists in their quest of
accessing the Grid in a way that hides much
of its complexity and involves a large degree
of interaction with the system during the ex-
perimentation. Our component design effec-
tively supports the integration of a new pro-
tocols that are build to support file trans-
fers. As we use object oriented and compo-
nent based design methodologies, we can add
or replace already components that provide ad-
ditional functionality or that are more sophisti-
cated ones in the future. We have also demon-
strated that our component does work with ei-
ther version of the Globus Toolkit. We sup-
port version 2 and 3. This is a important as a
higher level of abstraction that is provided by
the Java CoG Kit proofs that this abstraction
level is convenient for high level Grid appli-
cation developer. The file transfer component
and its APIs are distributed as part of the Java
CoG Kit. However, the Globus Toolkit version
3 will not contain the graphical user interface.
Users of GT3 still have to download and install
the Java CoG Kit as the GT3 does not contain
graphical components such as the once devel-
oped to build OGCE by the CoG Kit Project.
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