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Introduction. Data scientists need to develop
reusable AI services that can be shared with their col-
leagues. Typically they lack the expertise to provide
such services due to the steep learning curve. We de-
veloped a sophisticated but easy to use framework that
takes a regular Python function (which data scientists
know how to do) and converts it automatically into a
secure REST service which adheres to OpenAPI spec-
ifications that can be reused in the ecosystem of cloud
services. We used this framework to create several AI-
based REST services to showcase the approach’s valid-
ity.
Architecture. We based our architecture on
cloudmesh, an open-source hybrid multicloud toolkit.
We integrated a new component that provides data
scientists with the ability to automatically generate
these services (see Fig. 1). One of the most impor-
tant aspects of generating REST services is language
independence. For this reason, we use the OpenAPI
Specification. This specification defines a standard,
and language-agnostic interface to REST APIs. Al-
though the concept of REST is easy to understand, a
significant amount of expertise is needed to apply it,
which domain scientists may not be interested in but
would be keen on reusing without needing to know the
details.
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Fig 1. Layered architecture of the cloudmesh Ope-
nAPI framework.

Hence, our framework allows scientists to focus on
their scientific tasks exposed to well-known program-

ming using functions and classes as input to the gener-
ator. These functions can have AI services embedded
in them. Fig. 3 showcases our automated AI service
workflow.
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Fig 2. High-level overview of the benchmark test se-
quence.
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Fig 3. Comparison of the performance of Eigenface
SVM algorithm on various clouds auto-generated from
cloudmesh-openapi.

Benchmark. We developed examples based on the
reuse of Scikit-learn artificial intelligent algorithms
demonstrations. These examples are then run on dif-
ferent cloud services to create comparative performance
benchmarks. We conducted the benchmarks on AWS,
Azure, and Google. Additional examples conducted on
IoT devices and personal computers are discussed in
[1]. We also compared the overhead of using the REST
services [1].

Conclusion. In our benchmarks, we see that the
cloud providers, when using similar resources and im-
ages, perform similarly (see Fig. 3). For small enough
examples we find that IoT devices (such as Raspberry
PI’s) perform very well [1]. Due to this good perfor-
mance, the PI’s are very cost-effective for the examples
we chose. Future, work will include more compute-
intensive tasks and additional benchmarks.

However, our most significant gain from this project
is the reduction in manpower and entry barrier it takes
to create and deploy our AI services. Due to the gen-
eralized approach when using python functions devel-
opers and data scientists can naturally integrate more
complex tasks as well as tasks that leverage cloud-
specific AI services that are uniquely offered by par-
ticular providers. GAS Generator is an open-source
project, and we appreciate contributions to the project.
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